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[57] ABSTRACT
An airborne system is disclosed for determining the 
position of an aerial vehicle. According to the inven­
tion, a first memory is provided containing the general 
characteristics of different types of discrete landmarks 
and a second memory containing the geographic posi­
tion of such landmarks on the ground to be flown over, 
a device for extracting, from the signals delivered by 
sensitive means, the general characteristics of said dif­
ferent types of discrete landmarks located on the 
ground being flown over, and a device for computing 
from the signals delivered by said sensitive means the 
relative positions of said vehicle with respect to said 
recognized landmarks, which it feeds to Kalman filter 
means.

8 Claims, 3 Drawing Sheets
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AIRBORNE SYSTEM FOR DETERMINING THE 
POSITION OF AN AERIAL VEHICLE AND ITS 

APPLICATIONS

BACKGROUND OF THE INVENTION
The present invention relates to an airborne system 

for determining the position of an aerial vehicle, which 
may be used not only for automatically guiding said 
vehicle (particularly but not exclusively in the case of a 
pilotless vehicle) but also for assisting the pilot of a 
piloted vehicle.

Inertial navigating systems are known using an iner­
tial unit which have the advantages of independence 
with respect to the environment and discretion, which 
is particularly appreciable for military missiles intended 
to penetrate into enemy territory. In these inertial navi­
gating systems, the present position of the vehicle is 
determined by up-dating a previous position by integra­
tion of accelerometric and gyrometric measurements. 
Thus, they are subject to drifts which must be compen­
sated for so that the present position of the vehicle may 
be known with sufficient accuracy.

In addition, in such inertial navigating systems, peri­
odic position measurements are made by means of ap­
propriate sensors, for correcting the results from the 
integration of said accelerometric and gyrometric mea­
surements.

Particularly, when the flight of said vehicle must be 
independent and discreet, it is advantageous for such 
periodic resetting measurements to result from correla­
tion between the present image of the ground being 
flown over delivered by an airborne sensor and a refer­
ence image of the ground to be flown over, this refer­
ence image being established prior to the flight and 
stored in a memory provided on board said aerial vehi­
cle. To form the present image and/or the reference 
image of the ground, it is possible as is known to use 
numerous types of sensors, such as the altimeter (the 
image is then formed by the relief of the ground), milli- 
metric radar, millimetric radiometry, infrared or optical 
imagery systems or else the laser.

Thus, in these known systems, a correlation function 
is formed between an image taken over a large ground 
area (the present image) and a similar image learned 
previously and available in the on-board memory (the 
reference image), which assumes learning by the ma­
chine of the whole of the ground to be flown over for 
the magnitude used by the sensor.

The result of the correlation between said present 
image and said reference image forms then a position 
error signal which, by way of unique innovation may be 
applied to a Kalman filter integrating the inertial mea­
surements. Thus, periodically, said filter is reset for 
delivering a precise present position, from which the 
drifts are eliminated.

Known inertial navigating systems of this type have 
however drawbacks.

First of all, because of their very structure comprising 
a Kalman filter, they are adapted to use the present 
image of only a single sensor; thus, they cannot perti­
nently take into account several present images coming 
from as many different sensors, which would however 
increase the accuracy of the present position by judi­
cious use of the complementarity of certain sensors. In 
addition, they require the reference image to comprise 
all the information equivalent to that which said sensor 
is able to give for the present image, i.e. it is necessary

to learn the whole of the ground to be flown over for 
the magnitude measured by the sensor and for all the 
observation conditions. Such learning is difficult, if not 
impossible to acquire in a sufficiently reliable way; in 
any case, it is tricky and long to work out. The result is 
moreover that such known systems require on board 
the vehicle computing means and high capacity memo­
ries. Furthermore, the flexibility in use of such known 
systems is low in so far as the planning or modification 
of a flight is concerned, since it is dependent on the 
knowledge and storage of the image of the ground to be 
flown over.

SUMMARY OF THE INVENTION
The object of the present invention is to overcome 

such drawbacks. For this, in accordance with the inven­
tion, the airborne system for determining the position of 
an aerial vehicle, of the type comprising sensitive means 
scanning the ground flown over, Kalman filter means, 
storage means containing the map of the ground to be 
flown over, means for comparison between the informa­
tion delivered by said sensitive means and information 
from said storage means, as well as computing means 
delivering a unique innovation for said Kalman filter 
means, is remarkable in th a t : 

said storage means comprise a first memory contain­
ing the general characteristics of different types of dis­
crete landmarks and a second memory containing the 
geographical position of such particular landmarks on 
the territory to be flown over;

said system further comprises : 
a device for extracting, from the signals delivered by 

said sensitive means, said general characteristics of 
said different types of discrete landmarks located on 
the territory being flown over; and 

a device for computing, from the signals delivered by 
said sensitive means, the relative positions of said 
vehicle with respect to said recognized landmarks, 
which it sends to said Kalman filter means; 
and said comparison means comprise a first compari­

son device comparing the information from said extrac­
tion device with that contained in said first memory, as 
well as a second comparison device comparing the 
information from said first comparison device with that 
contained in said second memory.

Thus, the system in accordance with the present in­
vention allows the position of said aerial vehicle to be 
determined solely from discrete landmarks and not, as 
in the prior technique, from the whole of the elements 
of a

The result is saving in computing and storage capac­
ity. In addition, the reference maps are easier and sim­
pler to produce.

According to another aspect of the present invention 
said discrete landmarks are processed one by one and 
not as a whole. For this, it is advantageous for said 
computing means to compute, for the information from 
said first comparison device, the probability for each 
landmark recognized by said sensitive means to belong 
to each of said types of landmarks, for said second mem­
ory to comprise for each landmark described by its 
geographical position the probability that said landmark 
has of being each of said types of landmarks and for said 
second comparison device to compare, for each of the 
landmarks contained in said second memory, the proba­
bilities of being each of said types of landmarks with the 
similar probabilities delivered by said first comparison
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5,208,757

device for a landmark recognized by said sensitive 
means.

Preferably, said sensitive means comprise a plurality 
of different sensors. Thus, it is possible to take advan­
tage of the complementarity of said sensors.

Advantageously, said second comparison device in­
fers said probabilities following rules drawn up from 
Dempster and Shafer’s theory of evidence, whereas 
determination of the unique innovation by said comput­
ing means is implemented by Bar Shalom’s PDAF tech­
nique.

In a preferred embodiment, the system according to 
the invention comprises :

a first computing unit, connected to said device com­
puting the relative positions of the vehicle with respect 
to the recognized landmarks and to the Kalman filter 
properly speaking, estimating the absolute position of 
an observed landmark, as well as a covariance matrix of 
the innovation regarding the position of the observed 
landmark;

a second computing unit connected to said second 
memory and to said first computing unit, providing 
statistical fenestration of the landmarks of said second 
memory;

a third computing unit, connected to said second 
computing unit, determining the probability of associat­
ing the detected landmark with the landmarks of said 
second memory, according to the PDAF technique;

a fourth computing unit, connected to the first com­
parison device, putting into practice the rules of infer­
ence of the theory of evidence for synthesizing the 
information available concerning the identity of the 
observed landmarks;

a fifth computing unit, connected to the second and 
fourth computing units, establishing the masses to be 
attributed to the different possible sets of hypotheses of 
association of the observed landmark with the land­
marks of the second memory selected by the second 
computing unit;

a sixth computing unit, connected to said third and 
fifth computing unit, merging the masses of probabilities 
attributed to the hypotheses of associating the detected 
landmark with the different landmarks of the second 
memory by said third computing unit with the masses 
attributed to all the possible sets of hypotheses by said 
fifth computing unit;

a seventh computing unit, connected to said sixth 
computing unit and evaluating the innovation of the 
Kalman filter using the PDAF technique; and

an eighth computing unit, connected to said seventh 
computing unit and supplying the gain to the Kalman 
filter and up-dating thereof.

The system of the present invention may be used in a 
navigational aid system or else in an automatic guidance 
system. In the first case, a display device is provided on 
which are displayed the output signals of the Kalman 
filter; in the second, devices are adapted for using the 
output signals of the Kalman filter for acting on the 
steering control members of said vehicle.

BRIEF DESCRIPTION OF THE DRAWINGS
The figures of the accompanying drawings will better 

show how the invention may be put into practice. In 
these figures, identical references designate similar ele­
ments.

FIG. 1 is a block diagram of the general system ac­
cording to the present invention.

3
FIG. 2 is a block diagram of a preferred embodiment 

of the system of FIG. 1.
FIG. 3 illustrates the application of the system of the 

present invention to the automatic guidance of a missile.

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS

The system according to the invention, shown sche­
matically in FIG. 1, is intended to be carried on board 
an aerial vehicle (not shown). It comprises a set of sen­
sors 1, computing means 2 receiving the signals from 
said set of sensors 1 and delivering the position of said 
aerial vehicle with respect to landmarks detected by 
said assembly 1, means 3 for extracting the characteris­
tics of said detected landmarks, a first memory 4  con­
taining the general characteristics of particular land­
marks, a comparison device 5 receiving the output sig­
nals from the extraction means 3 and from said first 
memory 4, a second memory 6 containing the positions 
of said particular landmarks likely to be met with on the 
ground flown over by said aerial vehicle, computing 
means 7 and a Kalman filter assembly 8.

Contrary to the known image correlation systems 
described above, the system of the present invention 
does not process, at a given moment, the image of the 
whole of a ground area, but a small local image, for 
recognizing particular landmarks. Use of the system 
assumes the previous selection of some types of land­
mark Ii (with i=  1, 2, . . . ,  n) which can be used,( for 
example road junctions, bridges, constructions, . . . ), 
determination of characteristics of the image likely to 
discriminate each type as a whole, independently of the 
conditions of observation (accumulation by Hough’s 
transform, moments of the segmented object, particular 
points of the bidimensional FFT,...) and statistical char­
acterization of the measurement of the characteristics 
for the whole of the landmarks of the same type (distri­
bution model and possible errors of these models with 
respect to the observed measurements).

Thus, in the device of FIG. 1, from the images ob­
served by the set of sensors 1, the characteristics are 
determined using means 3 which correspond to those 
selected for the different types of pre-selected land­
marks. The characteristics obtained at the output of 
means 3 are then compared in device 5 with sim ilar 
characteristics available in the first memory 4, for each 
type Ii pre-selected. The statistical distribution models 
of these measurements of characteristics then allow the 
computing means 7 to evaluate the probability of facing 
a landmark of each of the indexed types Ii. Knowledge 
of the possible statistical model errors may in addition 
allow this probability to be defined in an uncertain way,
i.e. for example by a range of possible probabilities A(Ii).

In the second memory 6, a map is moreover available 
of the landmarks belonging to one or other of the in­
dexed types Ii, for the navigational zone envisaged. This 
map is in fact a simple list of the landmarks concerned, 
in which each of them is described by its geographical 
position and the probability, possibly uncertain A(Ii), 
that it has of being each of the indexed types Ii. Very 
often, the type of each landmark is well known: a prob­
ability l(A ={l,l} ) is then assigned to this type and a 
probability 0(A={0, 0}) is assigned to the others. The 
system is in fact presented here so as to leave the lati­
tude of using landmarks which are uncertain by the 
information we have about them, for example because 
of the ageing of the information, of an inappropriate 
analysis means, or poor quality, etc...
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For each of the landmarks indexed in said second 
memory 6 and being then in the field of uncertainty of 
navigation, the probabilities that it is each of the in­
dexed types Ii are compared in computing means 7 with 
the similar probabilities delivered by device 5 for the 5 
observed landmark by the above described processing, 
for the different sensors forming assembly 1. The infer­
ence of these uncertain probabilities is preferably pro­
vided by the computing means 7 using rules drawn up 
from the Dempster and Shafer’s theory of evidence, 10 
such as defined in the following documents :

1. Dempster Arthur P.
1967 “Upper and lower probabilities induced by mul­

tivalued mapping”, Annals of Mathematical Statistics,
38, pp 325-339. 15

2. Dempster Arthur P.
1968 “A generalization of Bayesian inference”, Jour­

nal of the Royal Statistical Society, Series B, 30.
3. Shafer Glenn
1976 “A Mathematical Theory of Evidence”, Prince- 20 

ton University Press, Princeton, N J.
In addition, the inference of of such uncertain proba­

bilities takes advantageously into account the “certain” 
probability that each of the landmarks indexed in the 
second memory 6 has of being the detected landmark, 25 
considering its position and the statistical characteristics 
of the position estimation delivered by the prediction 
filter of device 8. The result of this operation provides 
an overall “certain” probability that each of the land­
marks located in the field of uncertainty of navigation 30 
has of being the detected landmark.

The unique innovation IU delivered by the comput­
ing means 7 to the standard Kalman filter assembly 8 
results then from averaging the position errors which 
would be obtained if the detected landmark were associ- 35 
ated successively with the different landmarks of the 
map of the second memory 6 taken into consideration, 
each of these errors being weighted by the probability 
associated with the corresponding landmark. This oper­
ation, as well as evaluation from the prediction filter of 40 
the probability of associating each landmark with the 
detected landmark, such as presented above, are advan­
tageously implemented by the PDAF technique (Proba­
bilistic Data Association Filter) of Bar Shalom, which is 
quite compatible with the available information and the 45 
problems raised iand which is for example explained in 
the following work :

4. Y. Bar Shalom, T. Fortmann Tracking and Data 
Association Academic Press 1988

It will be noted that the PDAF technique is usually 50 
used for tracking targets, when their detection takes 
place in an ambience with a high false alarm rate; it then 
allows the false echos and defects of detection to be 
appropriately controlled. In the present application, the 
ambiguities regarding identity and location of the land- 55 
marks may be compared with such false echos of the 
position measurement of the detected landmark, i.e. of 
the position of the aerial vehicle when the relative posi­
tion measurement between the vehicle and the detected 
landmark is taken into account, delivered by the com- 60 
puting means 2 to assembly 8. If required, additional 
position information may be supplied (at 9) to assembly 
8 by an inertial unit (not shown).

It will be further noted that machine learning of the 
landmarks must take into account the hypotheses that 65 
the detected landmark is of unknown type.

The information worked out by the Kalman filter of 
assembly 8 relatively to the state of navigation (position

5
and speed of the vehicle, particularly) is then available 
at the output of said assembly for a vehicle guidance 
module, or for a display, depending on the application 
envisaged.

The foregoing shows that it is possible to use a plural­
ity of sensors, represented as a whole by square 1. These 
sensors may be of the above recalled known types and 
their choice, number and performances are not critical. 
They are in practice chosen on the basis of their good 
complementarity and compatibility within the scope of 
the application envisaged.

In FIG. 2, a practical embodiment of a system ac­
cording to the invention has been shown in the form of 
a block diagram. In this FIG. 2 we find the elements 1 
to 9 of the system of FIG. 1; in addition, it can be seen 
that the computing means 7 are formed of several com­
puting units 10, 11, 12, 17 and 18, while assembly 8 
comprises several computing units 13,14 and 15, as well 
as the Kalman filter 16, properly speaking. These differ­
ent elements 1 to 18 are connected functionally in the 
following way.

The computing means 2 provide a relative position 
measurement vector z of the landmark detected by 
sensors 1 with respect to the vehicle. The position mea­
surements extracted from the different sensors 1 feed 
the different successive components of this vector. The 
computing means 2 also work out the matrix of covari­
ance R of the measurement noise of vector z (in practice 
R=f(z), where f  is specific to the sensors).

The computing unit 13, connected to the computing 
means 2 and to the Kalman filter 16, makes it possible to 
estimate the absolute position (A) of the observed land­
mark, from the estimated position y of the vehicle deliv­
ered by said filter 16.

A=y+ z (1)

as well as the covariance matrix S of the innovation 
respecting the position of the observed landmark, from 
the predicted covariance matrix P concerning the esti­
mation error of the state (filter 16), and knowing the 
observation matrix H of the system :

s =h p h t+ r  (2)

The computing unit 10, connected to memory 6 and 
to computing unit 13, provides a statistical fenestration 
of the landmarks referenced at A* in the navigation map 
(memory 6), i.e. a first selection of the landmarks a 
priori sufficiently probable because of their proximity to 
the observed landmark, estimated at A; they are chosen 
on the basis of the condition :

(Ak- A ) TS ~ l (.Ak- A ) S y  (3)

where the constant y  allows the probability selected for 
the association of A* and A to be adjusted.

The computing unit 11, connected to computing unit 
10, determines the probabilities (3k of associating the 
detected landmark with the landmarks referenced at Ak 
and the probability /30 that the detected landmark is 
none of the selected landmarks; such determination is 
carried out in accordance with the conventional PDAF 
technique, on the basis of the prediction information of 
filter 16 and measurement of the position of the detected 
landmark (computing means 2), after processing in the 
computing units 13 and 10.

6
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&0 — a0 [ “o +  / f ] a/r (4)

*• II s r  K1 “o +  2  a /r (5)

where

£ ii (2w |S|)i X — - P dPc
Pd

(6)

ak =  exp -  -5-  (Ak - A )T S - '(A k - A )  ]
(7)

with
K : number of landmarks selected by (3),
V : volume of the assembly of points A* satisfying (3),
Pd  : probability of detection of a landmark,
P g  •• probability of having the detected landmark in 

V.
The computing unit 12, connected to the computing 

units 11 and 18, merges the masses of probability mi, 
(6k= f$k, attributed to the hypotheses 6k of associating 
the detected landmark with the different landmarks Ak 
by unit 11, with the masses m.Rc(U0;t) attributed to all 
the possible sets of hypotheses 0*by unit 18, on the basis 
of the identification of the landmark. Such merging 
takes place according to the conventional inference 
rules of Dempster for supplying masses mLRc(6k) to the 
hypotheses 6k alone, to the exclusion of any set of such 
hypotheses (property related to the similar character of 
masses m i,):

m L R c tfk )  = 2 m iS fik) • m R d f i W  -  k ) (8)V
6kn0^4>

where:

* =  2  mL{6k)mRc<e) (9)
0k

$icno=<$>

6 designating any possible combination of the hypothe­
ses 6k-

The computing unit 14, connected to the computing 
unit 12, allows the innovation of the filter, A, to be 
evaluated according to the conventional PDAF tech­
nique, the probabilities Pk of associating the detected 
landmark with the landmarks referenced at A* after the 
recognition information (unit 12) has been taken into 
account being given by the masses tcllrc (6k)

A =  2  PkfAk — A) k— 1

The computing unit 15, connected to the unit 14, 
supplies the gain G of the standard Kalman filter 16 :

G = PH t S (11)

as well as updating said filter by the innovation coming 
from unit 14, at the measurement time :

( 12)

with :

(14)

P= G[ ( Af ,  e k A A ^ - A A ^ G 7' 

and

PC= ( I—GH) P (15)

x being the state estimated from the measurement and 
from the state x predicted by filter 16 and P being the 
covariance matrix of its error. Filter 16 ensures predic­
tion of state x, of the covariance matrix P concerning its 
error, and of the measurement y, at the time of the next 
measurement, according to the conventional Kalman 
filtering technique:

X=4>X+U (16)

P=<f>P<t>T+Q (17)

y=Hx (18)

where
<f> is the transition matrix of the system,
Q is the state noise covariance matrix, 
u is the control applied to the missile.
Filter 16 also supplies the output P of the system, i.e. 

the prediction of state x at times, possibly intermediate, 
suitable for guidance or display, depending on the appli­
cation envisaged.

The characteristic extraction means 3, associated 
with comparison device 5, carries out local processing 
at the level of each sensor, adapted to each of these 
sensors, for recognizing the observed landmark. In ac­
cordance with what has been described above, such 
processing delivers, for each sensor, a range of probabil­
ities that this landmark has of being of a given (or un­
known) type, and this for all the a priori indexed types. 
The bounds of each range are identified with the no­
tions of support S/I/) and of plausibility P/I/) of the 
theory of evidence, relatively to each identity hypothe­
sis It- and to each of the M sensors j.

The computing unit 17 connected to the comparison 
device 5 then uses the inference rules of the theory of 
evidence for synthesizing the information thus available 
about the identity of the observed landmark; for that, it 
may operate in two steps :

1. First of all it merges the information delivered by 
the different sensors 1 for the same identity hypothesis 
I,-. This leads it to working out N sets of parallel masses 
of probability (one for each the N possible identities I,- 
iel,N ) ; each set of masses is formed of a mass m/(I;) 
attributed to the identity hypothesis I/, of a total uncer­
tainty mass m/(E) attributed to the set E  of possible 
identities, and a mass m/(I,) attributed to the refusal of 
the identity I/, i.e. to the set of hypotheses of E to the 
exclusion of I;. These masses are given by the procedure
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-continued

*X7/) = j r
M  M3 1 * •Sr* 1

1 L> = i 2=1

M 3 f 1 1

j =  1

(P/Ji) -  S /« )

(20)

(21)

10
with:

Ki = «■ ?///) +
r = 1 /

M
(1 -  S //;)) -  it (/>//,) 

i y = i

(22)

SjJS)

15

2. It then merges these N sets of masses m/in a form 
proper to the number N of possible identities, and estab­
lished previously in accordance with the general formu­
lation of Dempster’s inference rules, with a view to 
obtaining a single set of masses : 20

mjAB) =  2
A\rA2 • •

N
v  m £4,)/(l -  I")

(23)

A n  i = l 25
AinA2n . . .  nan  = b =£4>

with

r = 2
A lA l, ■ ■• A n i = l

N
it m£Aj)

(24)
30

A\nA2r\. . . Hv4jv =

It will be noted that a set of hypotheses A; designates 35 

either (I,)
or E = (I„  I2, ■ • • In
or E ,ovs/I/ ,=£_(//)=(I / , . • , I f-i I/+i, In) 
and that B may designate any one of the 2N— 1 sub sets 40 
of E, i.e. all the possible combinations U,I/ of identity 
hypotheses I/.

This computing unit 17 has then a logic function of 
managing the conjunctions, and a function of comput­
ing the masses.

The computing unit 18, connected to computing units 
10 and 17, works out the masses mjjcfUO*) which it is 
suitable to attribute to the different possible sets of hy­
potheses 0k of associating the observed landmark with 
the landmark* Ak selected by unit 10, with a view to 
their being taken into account by the merging unit 12. 
The association hypotheses 0k are evaluated on the basis 
o f the set of masses m*, worked out by unit 17, which 
described the identity of the observed landmark and on 
the basis of sets of masses me* which describe, by previ­
ous processing of the data in memory 6 similar to that of 
unit 17, the identity of each of the candidate landmarks 
A*. The combinatory (logic) and calculatory realization 
of unit 18 corresponds to the general formulation :

45

50

55

60

B * c (W t) =  2  mg(A) X 
k tN k A

(25)

k tN k m,MB) "]>
bc\a=̂ 4 I

2
B ktNk 2

B
sn^=<)>

J  65

where
A and B designate any sub sets of E, i.e. of any combi­

nations of identity hypotheses I/,
N* represents the set of indices of the landmarks con­

cerned by the computation carried out.
It can be seen that the system according to the inven­

tion allows
recognition alone of particular landmarks in the land­

scape and their type among a few types a priori indexed 
to be taken into account;

processing of the ambiguities as to identity and loca­
tion of the landmarks, due to the simplicity level of the 
information taken into account;

the circumstantial taking into account of the uncer­
tainty possibly related to methods used for characteriz­
ing objects by imagery;

the appropriate use of several imagery sensors simul­
taneously;

the possibility of not requiring the information from 
the inertial unit, depending on a judicious choice of the 
landmarks and the sensors (density of the different types 
of landmark appropriate for continuous resetting of the 
filter, conjointly with permanent lifting of ambiguities).

From these particular features numerous advantages 
are obtained with respect to existing systems :

1. At the level of preparation of the mission of the 
aircraft:

learning of the data related to the ground is easier and 
simpler; the information is easier to obtain because it is 
more synthetic, and requires much less previous pro­
cessing;

planning and the possible change of missions can be 
carried out with much more flexibility, taking into ac­
count the learning required and the structure of the 
system (memory 6 is simple to change and it is the only 
one to be modified).

2. At the level of operation in fligh t:
the mass of computations required is smaller the inde­

pendence of the system with respect to the sensors used 
is much greater.

3. At the level of the operational performances :
robustness of the system with respect to the ground

flown over and the flight conditions is greater,
the quantity, quality and frequency needs of the infor­

mation are less exigent,
the possibilities of geographical coverage of the sys­

tem are more extensive, in connection with the facilities 
introduced above.

As was mentioned above, the system of the invention 
can be used on board a pilotless vehicle (missile, drone, 
. . .  ) or on board an aircraft.

On board a pilotless vehicle 20, its implantation may 
be that of FIG. 3 : the sensors 1 feed the system 2 to 8 
described above which supplies to a guidance module 
the state of the vehicle (position, speed, available at 
output P. The guidance module 21, taking into account 
the purpose of the mission, works out the trajectory to 
be followed, which it communicates to a piloting mod­
ule 22 which then works out the orders to send to the 
members 23 controlling the control surfaces 24 of the 
missile, so as to slave it to the nominal trajectory de­
fined by the guidance module 21.

In the case of implantation on board an aircraft, the 
output of system 2 to 8 described may be fed to a display 
unit (not shown) available to the pilot or navigator.

What is claimed is:
1. In an airborne system for determining the position 

of an aerial vehicle, of the type comprising sensitive
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means scanning the ground flown over, Kalman filter 
means, storage means containing the map of the ground 
to be flown over, means for comparison between the 
information delivered by said sensitive means and infor­
mation from said storage means, as well as computing 
means delivering error information to said Kalman filter 
means,

the improvement wherein:
said storage means comprises a first memory contain­

ing the general characteristics of different types of 
discrete landmarks and a second memory contain­
ing the geographical position of such landmarks on 
the ground to be flown over; and

said system further comprises: 
a device for extracting, from the signals delivered 

by said sensitive means, said general characteris­
tics of said different types of discrete landmarks 
located on the ground being flown over; and 

a device for computing, from the signals delivered 
by said sensitive means, the relative positions of 
said vehicle with respect to said recognized land­
marks, which is sends to said Kalman filter 
means;

said comparison means comprising a first comparison 
device comparing the information from said ex­
traction device with that contained in said first 
memory, as well as a second comparison device 
comparing the information from said first compari­
son device with that contained in said second mem­
ory.

2. The system as claimed in claim 1, wherein:
said computing means computes, for the information 

from said first comparison device, the probability 
for each landmark recognized by said sensitive 
means to belong to each of said types of landmarks;

said second memory comprises for each landmark 
described by its geographical position the probabil­
ity for said landmark to be each of said types of 
landmarks; and

said second comparison device compares, for each of 
the landmarks contained in said second memory, 
the probabilities of being each of said types of land­
marks with the similar probabilities delivered by 
said first comparison device for a landmark recog­
nized by said sensitive means.

3. The system as claimed in claim 2, wherein said 
sensitive means comprise a plurality of different sensors.

4. The system as claimed in claim 2, wherein said 
second comparison device infers said probabilities fol­
lowing the rules drawn from Dempster and Shafer’s 
theory of evidence.

5. The system as claimed in claim 2, wherein determi­
nation of said error information by said computing

11
means is implemented by Bar Shalom’s PDAF tech­
nique.

6. The system as claimed in claim 2, comprising :
a first computing unit, connected to said device com­

puting the relative positions of the vehicle with 
respect to the recognized landmarks and to the 
Kalman filter properly speaking, estimating the 
absolute position of an observed landmark, as well 
as the covariance matrix of the innovation regard­
ing the position of the observed landmark;

a second computing unit, connected to said second 
memory and to said first computing unit, providing 
statistical fenestration of the landmarks of said 
second memory;

a third computing unit, connected to said second 
computing unit, determining the probability of 
associating the detected landmark with the land­
marks of said second memory, according to the 
PDAF technique;

a fourth computing unit, connected to the first com­
parison device, putting into practice the rules of 
inference of the theory of evidence for synthesizing 
the information available concerning the identity 
of the observed landmark;

a fifth computing unit, connected to the second and 
fourth computing units, working out the masses to 
be attributed to the different possible sets of hy­
potheses of associating the observed landmark with 
the landmarks of the second memory selected by 
the second computing unit;

a sixth computing unit, connected to said third and 
fifth computing units, merging the masses of proba­
bilities attributed to the hypotheses of associating 
the detected landmark with the different landmarks 
of the second memory by said third computing unit 
with the masses attributed to all the possible sets of 
hypotheses by said fifth computing unit;

a seventh computing unit, connected to said sixth 
computing unit and evaluating the innovation of 
the Kalman filter using the PDAF technique; and

an eighth computing unit, connected to said seventh 
computing unit and supplying the gain to the Kal­
man filter and up-dating same.

7. A navigational aid system for an aerial vehicle, 
comprising the system specified under claim 1 and dis­
play device on which the output signals of the Kalman 
filter are displayed.

8. Automatic guidance system for an aerial vehicle, 
comprising the system specified under claim 1 and de­
vices using the output signals from the Kalman filter for 
acting on the members controlling steering of said vehi­
cle.

* * * * *
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